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Abstract

The hydrodynamic properties of gas-liquid flows in water electrolyzers are
of great practical interest since the local distribution of gas influences the
amount of electrical energy required to produce hydrogen. We used the
Euler-Euler model to simulate the multiphase flow in a water electrolyzer and
compared the results to existing experimental data, for a range of current
densities. Our study shows that if only the drag force and buoyancy force
are incorporated in the model, the spreading of the gas layers formed at the
electrodes is not accurately predicted. By adding the turbulence dispersion
force to the model, reasonable agreement with the experimental data could
be obtained for the higher current densities. The turbulence dispersion had
to be implemented via user-defined functions, in order to obtain results that
satisfied the momentum balance. In addition the effect of different turbulence
models on the turbulent dispersion was investigated.

Keywords: Electrolysis, Computational Fluid Dynamics, Gas Volume
Fraction, Hydrogen Evolution, Turbulent Dispersion.

1. Introduction1

Hydrogen, as an energy carrier, is expected to play a key role in future2

energy systems of the world. It owes its popularity to the increase in the3
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energy costs caused by the declining availability of oil reserves, production4

and supply [1] and also to the concerns about global warming and climate5

changes, which are blamed on man-made carbon dioxide (CO2) emissions6

associated with fossil fuel use [2]. Hydrogen is classified as a clean fuel as7

it emits nothing except water at the point of use. Also, it can be produced8

using renewable energy (e.g., wind, solar, hydropower, etc.) which makes it9

quite attractive [3].10

Also, hydrogen is used as raw material in the chemical industry, and also11

as a reductor agent in the metallurgic industry. Hydrogen is a fundamental12

building block for the manufacture of ammonia [4], and hence fertilizers, and13

of methanol, used in the manufacture of many polymers. Refineries, where14

hydrogen is used for the processing of intermediate oil products, are another15

area of use [5]. Moreover, hydrogen is used in buildings and power industries,16

where it could be mixed with natural gas or combined with CO emissions17

to produce syngas [6]. Furthermore, hydrogen energy used by the transport18

sectors is growing, where it can provide low-carbon mobility through fuel-cell19

electric vehicles [7].20

Such a wide-ranging hydrogen consumption requires large scale hydrogen21

production. Hydrogen is usually produced by gasification and reforming of22

heavy oil [8], gasification of coal and petroleum coke [9] and reforming of nat-23

ural gas [10]. Although water electrolysis is a mature technology and is one24

of the simplest ways to produce hydrogen (and oxygen), it still contributes to25

only a small fraction (∼ 4%) of the world hydrogen production [11]. However26

in comparison to other methods, water electrolyser has the advantage of pro-27

ducing extremely pure hydrogen (> 99.9%), ideal for some high value-added28

processes such as the manufacturing of electronic components. Moreover,29

water electrolysis can be powered by renewable energy sources which results30

in zero CO2 emission. Hence applications of water electrolysis are mostly lim-31

ited to small-scale applications where large-scale hydrogen production plants32

are not accessible or economical to use, including marine, rockets, space-33

crafts, electronic industry and medical applications [12, 13]. The challenges34

for expanding the use of water electrolysis are to reduce energy consumption35

and cost and maintenance, and, on the other hand, to increase efficiency36

(by applying high temperature and high pressure operation), durability and37

safety of current electrolyzers.38

An alkaline-water electrolyzer is a type of electrochemical cell that is char-39

acterized by having two electrodes (namely anode and a cathode) operating40

in a liquid alkaline electrolyte solution of potassium hydroxide (KOH) or41
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sodium hydroxide (NaOH). In industrial alkaline water electrolysis, 20-40%42

KOH or NaOH aqueous solution is used as the electrolyte instead of pure43

water to overcome high resistivity of water to electricity. Alkaline electrolyz-44

ers operate via transport of hydroxide ions (OH−) through the electrolyte45

from the cathode to the anode with hydrogen bubbles being generated at the46

cathode and oxygen bubbles at the anode (see Fig. 1).47

The performance of an alkaline-water electrolyzer is closely linked to the48

hydrodynamic characteristics of the gas-liquid flow in each cell. The presence49

of bubbles is known to cause local turbulence, which is very efficient in mixing50

and local distribution of the species. The bubbles form a curtain of increasing51

thickness along the vertical electrode (see Fig. 1). The rising bubbles also52

accelerate the electrolyte flow near the electrode which in turn pronounces the53

convective transport of electrochemically active species. On the other hand,54

in a zero-gap electrolysis cell the bubbles attached to the electrode reduce the55

effective electrode surface area [14] while in nonzero-gap configurations the56

rising bubbles act as moving electrical insulators, thus affecting the current57

density distribution and increasing the ohmic drop across the cell [15]. Hence,58

the hydrodynamic behaviour of the two-phase flow in an electrolysis cell can59

have a considerable effect on the cell efficiency.60

It is worth mentioning that the bubble coverage, i.e. the fraction of the61

electrode surface covered by adhering bubbles, is an important operation62

parameter affecting the performance of the cell. Actually, bubbles adhering63

to an electrode surface insulate a part of the surface making it inactive in64

the electrochemical reaction, so that the current density and the surface65

overpotential at the bubble-free fraction of the surface is increased in case66

the total current is controlled to be constant. On the other hand, detaching67

bubbles from the electrode induce microconvection in the boundary layer68

intensifying mass transfer [14, 16].69

Therefore, detailed investigation of bubble dynamics, phase interactions70

and gas hold-up is crucial for understanding the mechanism and enhances71

the performance of an electrochemical cell. There are numerous studies in72

the literature investigating various aspects of two-phase flow hydrodynamics73

in electrochemical cells [15, 17, 18, 19]. However, owing to the high gas74

fraction, many key features of the multiphase flow field cannot be captured75

by the common optical techniques. Hence, computational fluid dynamics76

(CFD) is also used for studying complex multiphase flow in electrochemical77

cells [20, 15, 21, 22, 23, 24].78

However, despite many interesting CFD studies available in the literature,79
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validation of CFD results (such as hydrogen volume fraction and width of80

the gas hold-up in a cell) with equivalent experimental data is quite rare.81

Hence, there is as yet no consensus on the most capable and suitable method82

for simulating gas-liquid flow in an electrolyzer. In this way, ability of CFD83

models for predicting the width of the hydrogen bubbles curtain, which is a84

crucial feature of the flow, is a significant criterion for accuracy and reliability85

of the model. Accurate prediction of the bubble curtain spreading is quite86

challenging since if no bubble dispersion/transverse migration term is added87

to the CFD model, the distribution of local gas fraction cannot be predicted88

accurately [25, 19].89

In this paper we aim to establish a CFD model to simulate multiphase90

flow in an alkaline-water electrolysis cell and compare the results with the91

experimental data. More particularly we focus on gas fraction and width of92

the bubble curtain in a cell. For this purpose the influences of drag and tur-93

bulent dispersion forces acting on the bubbles are analyzed to see the effect94

of each parameter on the flow pattern. To validate the modelling approach,95

numerical results are confronted to experimental data. The effects of inter-96

phase forces on the accuracy/stability of the CFD model as well as simulation97

results are also investigated. We also study some flow field parameters such98

as slip velocity, total amount of gas and turbulent viscosity in the system99

to better understand the physics of the problem. Finally, recommendations100

for a proper simulation of hydrogen generation in an electrochemical cell are101

presented.102

The rest of paper is structured as follows. The details of the numerical103

model are presented in section 2. Results are presented in section 3, following104

by concluding remarks in section 4.105

2. The CFD Model106

2.1. Physical Case107

In this paper the experimental data achieved by Riegel et al. [26] is used108

for validation purposes. The experimental setup consisted of two compart-109

ments, i.e. the cathodic and anodic compartments, which were separated by110

a diaphragm. The gases were evolved on ten electrode pairs mounted in the111

upper section of the electrolyser. Fig. 1a shows a sketch of the cathode cell112

where hydrogen was produced. The size of each electrode is 4 cm and they113

could be activated one by one, from top to bottom, indicating that the length114

of the cathode varied from l = 4 cm to l = 40 cm for different experiments.115
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Also, measurements were performed for various current densities, i.e. i=500,116

1500, 3250 and 6250 A/m2. The width of the compartment was D = 8 mm117

and the potassium hydroxide solution (KOH) as the electrolyte was pumped118

through the electrolyser at uin = 0.69 m/s. The gas fraction profile was mea-119

sured at the upper end of the channel, just above the top electrode (see line120

A − A in Fig. 1a). At that height a row of nine small platinum electrodes121

was mounted on a line perpendicular to the channel wall, so that, through122

the Maxwell equation, the gas fraction profile on that line was determined123

from the measured profile of the electrical resistance.124

2.2. Governing Equations125

In this paper, the ANSYS Fluent® 19.1 package is used for simulating the126

multiphase flow. The flow is considered Newtonian, viscous, incompressible127

and isothermal as the physical properties of the phases remain constant. It128

is assumed that the operating pressure is 1 bar and the electrolyte is 30%129

KOH aqueous solution and ρl = 1250 kg/m3 and µl = 0.9 × 10−3 kg/m.s.130

Also, the gas phase is considered as a mixture of hydrogen and water vapor131

with ρg = 0.21 kg/m3 and µg = 2× 10−5 kg/m.s [27, 28, 29].132

In the plane channel the transition from laminar to turbulent flow regime133

occurs at critical Reynolds number which is defined as Recr = ρluinD/µl ∼134

2100. Since the Reynolds number of the liquid in the cathode, Re ∼ 7600135

is considerably higher than the critical Reynolds number, the flow regime136

corresponding to the above mentioned experimental conditions is assumed137

to be turbulent. In order to represent the multiphase flow behavior we apply138

an Euler-Euler model which utilizes a set of momentum and continuity equa-139

tions for each phase. The governing continuity and momentum equations140

according to the Eulerian model are [30, 31]141

142

∂αgρg
∂t

+∇ · (αgρgug) = σV,g, (1)

∂αgρgug
∂t

+∇ · (αgρgugug) = αgρgg− αg∇p+∇ · (αgTg) + S (2)

for the dispersed phase, and143

∂αlρl
∂t

+∇ · (αlρlul) = 0, (3)

5



Inflow

Outflow

D
ia

ph
ra

gm

En
try

 le
ng

th

AA

C
at

ho
de

(1
0❌

4c
m

)
Ex

it 
le

ng
th

D=8mm

x
y

l

(a)

Velocity Inlet

Pressure outlet

N
o-

sl
ip

 w
al

l

12
.5

D
12

.5
D

D

h

δg

w=100μm

Mass Source

N
o-

sl
ip

N
o-

sl
ip

4 
cm

4 
cm

4 
cm

A A

l
l

l
l

l
l

l
l

l

(b)

Figure 1: a) schematic of the cathodic half-cell, where hydrogen is produced, when three
electrodes are active (i.e. l=12 cm), and b) selected boundary conditions and computa-
tional parameters for simulations.
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∂αlρlul
∂t

+∇ · (αlρlulul) = αlρlg− αl∇p+∇ · (αlTl)− S (4)

for the continuous phase, where subscripts g and l refer to gas (dispersed)144

and liquid (continuous) phase, respectively. The symbols ρ, µ, α and u repre-145

sent density, dynamic viscosity, void fraction and velocity vector respectively.146

Note that, both phases are assumed to have a constant density. Also, σV,g is147

a volumetric mass source that is only active in a thin layer adjacent to the148

electrode, so that no gas inlet boundary condition at the electrode is needed149

(see Sec. 2.4). Note that the pressure, p, is shared by the two phases in the150

Eulerian model. Also, the volume fractions are assumed continuous functions151

of space and time and their sum is equal to one, i.e. αl + αg = 1.152

It can be seen that the Euler-Euler model has two continuity and two153

momentum equations for the two phases to calculate volume fraction and154

velocity fields of each phase and a shared pressure field. In this model, the155

phase volume fractions are assumed to be continuous functions of space and156

time and their sum is equal to one. In other words, as the densities of phases157

are assumed to be constant, the continuity equations provide governing equa-158

tions for the phases volume fractions (i.e. αg and αl), while both equations159

together with the constraint αl + αg = 1 lead to a Poisson equation from160

which the pressure is calculated.161

In the governing equations, Tl denotes the stress tensor, which includes162

both viscous and turbulent stresses. Using Stokes’ hypothesis for the second163

coefficient of viscosity, it is described for e.g. the viscous part of the liquid164

phase as165

Tl = 2µmoll (Dl −
1

3
tr(Dl)I)− ρlRl, (5)

where µmol is the molecular dynamic viscosity, tr represents the trace of166

matrix, I is the unit tensor and Dl is the strain rate tensor which is defined167

as168

Dl = 0.5(∇ul + (∇ul)T ). (6)

In Eq. 5, Rl is the Reynolds stress tensor which is defined in terms of169

the turbulent fluctuating velocities as Rl =< u′lu
′
l >, where <> makes the170

involved averaging operation explicit. This term can be modeled either by171

using the Boussinesq eddy viscosity hypothesis or by solving the Reynolds172
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stress transport equation. In this work, the Reynolds stress equation (RSE)173

turbulence model is applied for modeling the stress tensor. This model ac-174

counts for anisotropy of the Reynolds stresses and is therefore often able to175

offer better accuracy than isotropic eddy viscosity-based turbulence models.176

Since the concentration of the gas phase is rather low, the dispersed turbu-177

lence model is used. Thus, the transport equations for turbulence quantities178

are only solved for the liquid phase, while Rg, the Reynolds stress tensor of179

the dispersed (gas) phase, is simply proportional to Rl and the proportion-180

ality factor is computed according to the Tchen theory [32]. The transport181

equation for the Reynolds stress tensor is calculated as [33, 34]182

∂(αlρlRl)

∂t
+∇ · (αlρlul ⊗Rl) = ∇ ·

(
αl(µ

mol
l + Csµ

turb
l )∇⊗Rl

)
+ αlρl

(
Pl + φl −

2

3
εlI

)
,

(7)

and the turbulent dissipation rate, εl, is given as183

∂(αlρlεl)

∂t
+∇ · (αlρlulεl) = ∇ ·

(
αl(µ

mol
l + Cεµ

turb
l )∇εl

)
+ αlρl

εl
kl

(
Cε,1

1

2
tr(Pl)− Cε,2εl

)
,

(8)

where Cs, Cε, Cε,1 and Cε,2 are equal to 0.25, 0.15, 1.44 and 1.92 respectively.184

The tensor Pl = −2Rl ·D is the production by main shear, while the tensor185

φl represents the pressure-strain model formulated by Gibson and Launder186

[35, 36]. Also, the turbulent viscosity µturbl is defined by ρlCµk
2
l /εl, where187

Cµ = 0.09 and kl = 1
2
tr(Rl).188

The last term S in the momentum equations of the phases represents the189

interphase momentum transfer which include the forces exerted on/by the190

dispersed phase. We consider this term as a summation of drag (Fd) and191

turbulence dispersion (Ftd) forces:192

S = Fd + Ftd. (9)

These forces play the most important role in predicting the distribution193

of the gas volume fraction. The wall-normal component of the force balance194

determines the establishment of radial distributions of the bubbles.195
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2.2.1. Drag force196

The drag force represents a resistance to the movement of gas bubbles197

and acts in the opposite direction of the bubble-liquid slip velocity. The drag198

force is expressed as:199

Fd = −3

4

Cdρlαg
db
|ug − ul|(ug − ul), (10)

where ug − ul represents the rise (or terminal, relative) velocity vector be-200

tween two phases, db is the bubble diameter, Cd is the drag coefficient, for201

which the so-called Schiller and Naumann Model [37] is employed here:202

Cd =

{
24
Re

(1 + 0.15Re0.687) for Re≤1000
0.44 for Re>1000

, (11)

where Re is the Reynolds number of the bubble calculated on the basis of203

relative velocity as Re = ρl|ug−ul|db/µl. The Schiller and Naumann model is204

a model for spherical particles. Since in the present case, the Eotvos number205

is low due to the small size of the bubbles, the bubbles are nearly spherical.206

2.2.2. Turbulent dispersion force207

Turbulent fluctuations produce randomness in the relative velocity be-208

tween phases, which leads to oscillations in the drag force. While these209

fluctuations in the streamwise direction are low compared to the mean drag210

and buoyancy force, they bring a considerable impact on the redistribution211

of bubbles in the spanwise direction. This effect can be expressed as a tur-212

bulent dispersion force acting on the gas phase which signifies the turbulent213

dispersion of the bubbles by the random motion of continuous phase eddies.214

This is caused by the combined action of turbulent eddies and interphase215

drag which is derived by the volume fraction gradient and tend to flatten the216

volume fraction distribution [38].217

Burns et al. [39] have derived a model for the turbulent dispersion force218

based on Favre averaging of the drag term, which is given by:219

Ftd = −3

4

Cd
db
αg|ug − ul|

µturbl

Sctd

( 1

αg
+

1

αl

)
∇αg, (12)

where Sctd is the Schmidt number of turbulent dispersion with adopted value220

of 0.9. The proportionality to the gradient of the volume fraction in turbu-221

lence dispersion equation causes transport of gas from regions of high con-222

centration to regions of low concentration. Physically this transport is due to223
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local (turbulent) fluctuations of the velocities. Therefore this term is called224

the turbulent dispersion model.225

2.2.3. Buoyancy force226

The buoyancy is an upward force exerted by a fluid on bubbles in a227

gravity field. In fluids, pressure increases with depth; hence, when a bubble228

rises in a fluid, the pressure exerted on its bottom surface is higher than229

the pressure exerted on its top surface. This difference in the pressure leads230

to a net upward force which opposes the gravity force. It is remarked that231

the buoyancy force acting on the bubbles is not included in S but included232

in the governing equations (see Eq. 2) as Fb = αgρgg − αg∇p. This term233

is significant and positive in the vertical direction, while it is small in the234

horizontal direction.235

2.3. Bubble Size236

The diameter of bubbles is a required input parameter. Hence, we have237

to prescribe a representative bubble size in order to numerically solve the238

problem. The size distribution of bubbles at the electrode depends on sev-239

eral parameters, such as number of nucleation sites, surface wettability, etc.240

Various experimental studies [15, 19, 40, 41, 14] have shown that there are241

three major phenomena that may change the bubble size significantly: (1)242

change in hydrostatic pressure applied to the bubbles during their rise, (2)243

mass transfer phenomena and incorporation of dissolved gas from the elec-244

trolyte and (3) bubble coalescence. However, the first phenomenon is only245

significant if the operating pressure is very low or if the cells height exceeds246

a few meters. Considering the operating conditions and geometry of the247

selected case study, we can safely ignore this phenomenon. The second phe-248

nomenon is also neglected because inclusion of mass transport of dissolved249

hydrogen is beyond the scope of this paper.250

Flow visualizations have shown that [19, 41], bubble coalescence occurs251

in the vicinity of the electrodes only, and mainly among the bubbles that252

are not yet detached from the surface. However, the high ionic strength of253

electrolyte solutions, which is measure of the total concentration of ions in254

solution, is known to limit the significance of this phenomenon. For instance,255

it has been observed that a significant number of bubbles do not coalesce256

and maintain their initial small size [40, 41]. Hence, the phenomenon is far257

from being prevalent and we assume that there is no bubble coalescence and258

10



break-up. Therefore, a monodisperse bubble size distribution is a reasonable259

assumption for the purpose of this work.260

Haug et al. [27] measured the averaged bubble size as a function of current261

density for an alkaline-water electrolyzer at 80◦C with ∼ 30% KOH aqueous262

solution as the electrolyte. They showed that the mean cathodic bubble size263

diameter firstly grows from 170 to 220 µm in the range from i = 100 to 300264

A/m2 and then decreases to an approximately constant value for i > 1000265

A/m2. Hence, according to data available in Ref. [27], we set db = 150 µm266

for i = 500 A/m2 and db = 100 µm for i ≥ 1000 A/m2.267

2.4. Boundary Conditions268

The detailed geometry of the channel is shown in Fig. 1b. The velocity-269

inlet boundary condition is applied for the bottom boundary of the compu-270

tational domain as a uniform velocity profile with ul,y = 0.69 m/s, ul,x = 0,271

ug,y = 0 and ug,x = 0 is enforced. The inlet boundary is placed at a dis-272

tance 12.5D = 10 cm below the first electrode. We verified that with this273

entry length was sufficiently large to obtain a fully developed mean velocity274

profile just below the first electrode. At the outlet boundary (at the top), a275

constant pressure is prescribed. In order to prevent upstream effects of the276

outlet boundary condition on the fluid flow, the boundary is placed 10 cm277

above the top electrode, so that the total height of the computational do-278

main is 60 cm. All other boundaries are set as no-slip boundaries, for which279

the standard wall function approach is applied [33, 42], which means that a280

model for the shear stress close to the wall is applied as wall stress condition281

in the momentum equation.282

In order to simulate the bubble generation at the electrodes, a volumetric283

mass source for the gas phase is applied in a region adjacent to the left wall284

with a width equal to the diameter of the bubbles, i.e. w=150 µm for i = 500285

A/m2 and w=100 µm for i ≥ 1000 A/m2. Note that for each case the mesh286

is stretched in such a way that the width of the first cell becomes equal to287

the diameter of the bubbles. Thus the hydrogen produced by the reaction at288

the surface of electrode is prescribed as a volumetric mass source and not as289

a surface mass source (or horizontal inlet velocity). It should be highlighted290

that the latter was also tried, but it appeared to interfere with or deactivate291

the wall shear stress model needed in the standard wall function approach.292

Therefore, we have chosen the other route, the use of a volumetric source293

term. The volumetric source term is calculated as:294
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σV,g = C · MgFg
w

, (13)

where Mg and Fg = i/Fz represent the molar mass (kg/mol) and mole flow295

(mol/m2s) of the gas mixture respectively, i is the current density, F =296

96487 A.s/mol is the Faraday constant, and z = 2 is the number of electrons297

involved in the electrochemical reaction (2H2O+2e− → H2+2OH−). Also,298

C is a factor that accounts for the mole fraction χH2O and χH2 in the gas299

phase at T = 80◦C. The water vapor pressure in the alkaline solution is300

approximately 0.26 bar, so that χH2O = 0.26 and χH2 = 0.74 [27, 28, 29].301

Therefore:302

C =
χH2O + χH2

χH2

=
1

χH2

= 1.35. (14)

According to the above assumptions, the molar weight of the gas mixture is303

Mg = 0.0062 kg/mol and the volumetric source term for current density i=304

1500 A/m2 is equal to σV,g =0.652 kg/m3s.305

Note that in order to reduce the number of simulations that are required306

in this work, we simulate the electrolyzer with ten active electrodes. Then,307

the distribution of void fraction above the first electrode is compared with308

the experimental data for one pair of active electrodes, the profile of void309

fraction above the second electrode is compared with the experimental data310

for two (pairs of) active electrodes and so on. Our investigations showed311

that there are no significant differences between the results of the selected312

strategy and a strategy with multiple computational domains, in which each313

computational domain contains an electrode with a length equal to the total314

length of the number of active electrodes considered, whose total electrode315

length is precisely equal to the total length of number of active electrodes316

considered. Hence, we define a parameter, h, that represents the height317

along the 40 cm high electrode in the simulation, but at the same time h also318

represents the distance from the bottom of the lowest active electrode in the319

experiment to the top of the highest active electrode, where experimental320

gas fraction was measured. Thus (simulation) results at height h = 4N321

cm are compared with (experimental) results measured just above N active322

electrodes (which have a total length of l = h ). Also, the local gas layer323

thickness, δg, is defined as a horizontal distance from the cathode surface to324

the point at which the gas void fraction is 0.001.325
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One of the important factors affecting multiphase flow behaviour is the326

slip velocity of bubbles which determines the momentum transfer between327

phases. In this work, the slip velocity is calculated as Us =< ug−ul >, where328

<> indicates time averaging. Also, the total gas fraction is determined by329

the volume average of αg as:330

αg,tot =
1

V

∫
αgdV , (15)

where V is the volume of the entire flow domain.331

2.5. Mesh Dependency Test332

Since mesh refinement is a very important factor for determining an ac-333

curate solution, numerical tests were performed to determine the grid size334

for nearly grid-independent solutions for the present problem. Three types335

of stretched meshes with different number of nodes in the cross-section di-336

rection, i.e. Nx = 15, 30 and 60 were used for i = 1500 A/m2. The mesh size337

in the vertical (or streamwise) direction is uniform and is equal to ∆y = 2338

mm, ∆y = 1 mm and ∆y = 0.5 mm for Nx = 15, 30 and 60, respectively.339

The predicted gas volume fraction along h = 24 cm is shown in Fig. 2. As340

shown in the figure, the numerical results with Nx = 60 and Nx = 30 agree341

well with each other (differences less than 1%). Hence, the selected mesh size342

with Nx = 30 and ∆y = 1 mm is a proper choice. This mesh is also used343

for the other current densities, except that for i = 500 A/m2 the stretching344

factor was slightly modified (as explained in Sec. 2.4).345

It is worth mentioning that the so-called QUICK scheme is chosen for346

spatial discretization of the governing equations. Also, the first-order implicit347

time stepping method is applied for temporal discretization.348

2.6. Model Verification349

As we mentioned earlier, the Reynolds stress equation (RSE) model is350

applied as the turbulence model. The effects of various turbulence models351

on the simulation results will be discussed in the last part of section 3. Here,352

the drag and the turbulence dispersion forces are considered as the major353

interaction forces between the phases. At first, these two forces were simply354

selected as they are available by default in Fluent. In order to verify the355

internal consistency of the model we check the momentum balance for the356

gas phase (see Eq. 2). For this purpose, the distributions profiles of the force357

components along the cross section of the channel at h = 32 cm with i = 1500358
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Figure 2: Predicted gas volume fraction at h = 24 cm with various grid sizes for i=1500
A/m2.

A/m2 are plotted in Figs. 3 and 4. The convective, pressure gradient and359

viscous terms in the horizontal momentum equation are negligible compared360

to the forces and therefore not shown. It has been verified that the simula-361

tion reached the steady state and that the time derivatives in the momentum362

balance are negligible. Hence, the buoyancy, the drag and the turbulent dis-363

persion forces are the major terms remaining in the Navier-Stokes equation.364

For the gas momentum balance to be satisfied the summation of these three365

forces should be very close to zero, because the pressure gradient, convective366

and viscous terms are negligible. Any deviation from zero can be considered367

as error in the momentum balance.368

Fig. 3 shows that the momentum balance in streamwise direction is not369

fully satisfied. Note that all simulation were well converged with residuals370

of all equations well below 10−5. The maximum error in the streamwise371

direction reaches 7% of the drag force in the vicinity of the electrode surface.372

However, there is a significant momentum imbalance in the lateral direction:373

the error reaches roughly 20% of drag force in the region close to the electrode.374

Note that the error is calculated simply as the summation of the Buoyancy,375

drag and turbulent dispersion forces which should be very close to zero to376

show the satisfy the momentum balance.377

It is mentioned that the amount of imbalance in the lateral direction is not378

the same for all cross-sections and it gets larger as the gas hold-up increases379

either by increasing the electrode size or by increasing the current density.380

Furthermore, it is mentioned that the imbalance was found to be at least as381
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large when the RSE model was replaced by the k − ε or SST k − ω model.382

After doing extensive studies, we concluded that the turbulence dispersion383

force is not implemented as the formula presented in the Fluent manual or384

there is a kind of error in implementing this force in the source code of Fluent.385

To overcome this issue, we implemented user-defined-functions (UDFs) for386

both the Schiller-Naumann drag and the Burns turbulent dispersion forces387

according to equations described in the Fluent manual. Fig. 4 shows that the388

momentum balance is satisfied perfectly if the UDFs are used as momentum389

source terms and the default interfacial forces in Fluent are switched off: the390

sum of the forces is very close to zero at all points of both the streamwise391

and the lateral profiles. An equally good force balance was found when the392

UDF implementation was used in combination with the k − ε or SST k − ω393

turbulence model.394

Furthermore, we have performed simulations in which we switched on,395

in addition to the drag and turbulent dispersion forces, the default Fluent396

settings for the lift force, the wall lubrication and virtual mass forces. We397

added these forces to the model one by one. Our study showed that the398

wall lubrication force has insignificant influence on the spreading of the gas399

fraction in the channel. However, when the lift force or virtual mass force400

was added to the model, these forces affected the steady state gas fraction401

profiles in a spurious manner, as the steady state results became dependent402

on the time step. These spurious effects did not disappear when the time step403

was reduced. Because of these issues, we decided to ignore these forces and404

include only the two most dominant forces, the drag and turbulent dispersion405

force, implemented as UDFs (as described above).406

3. Results407

The results of our simulations are compared with the experimental data408

of Riegel et al. [26], who performed experiments for multiple current den-409

sities and for a multiple number of active electrodes. Simulations of some410

of these experiments were also presented in references [20, 17]. However,411

in these references, the numerical results predicted for one active electrode412

(with the length of 4 cm) were compared with the experimental data ob-413

tained for three active electrodes (with the total length of 12 cm). Hence,414

a new attempt to simulate these experiments is clearly justified. It is worth415

mentioning that in Ref. [20] a steady-state laminar flow has been solved for416

simulating two-phase mixture of the liquid and gas in a cell. Also, a mass417

15



-1200

-600

0

600

1200

0 2 4 6 8

S
tr

e
a
m

w
is

e
F

o
rc

e
 D

e
n
s
it
y
  
  

(N
/m

2
)

x (mm)

FD_y F_TD_y

F_B_y Error

Fd,y

Fb,y

Ftd,y

(a)

-700

-350

0

350

700

0 2 4 6 8

L
a
te

ra
l 
F

o
rc

e
 D

e
n

s
it
y

(N
/m

2
)

x (mm)

FD_x F_TD_x

F_B_x Error

Fd,x Ftd,x

Fb,x

(b)

Figure 3: Distributions of a) streamwise (Fy) and b) lateral (Fx) components of force
densities acting on bubbles along the cross-section of the channel at h = 32 cm when
forces are selected as the default implementations in Fluent.
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Figure 4: Distributions of a) streamwise (Fy) and b) lateral (Fx) components of force
densities acting on bubbles along the cross-section of the channel at h = 32 cm when
forces are applied by using UDFs in Fluent.
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diffusion term has been added to the continuity equation to model bubble418

dispersion. At the electrode surface, the velocity inlet boundary condition419

has been applied where the horizontal velocity component of gaseous phase is420

calculated using Faraday’s law. In Ref. [17], the Euler-Euler model coupled421

with k− ε turbulent model has been used for simulating gas-liquid flow. The422

authors have applied Butler-Volmer type boundary condition for generating423

gas bubbles at the electrode.424

In the next subsection, we show results for our base case, which corre-425

sponds to a current density and the RSE turbulence model. In the second426

subsection we show results for different current densities, while in the third427

subsection we include results for other turbulence models.428

3.1. Results for the base case429

Fig. 5 shows the predicted gas volume fraction distribution along the430

channel cross-section as a function of number of active electrodes for a current431

density i = 1500 A/m2. The experimental data of [26] are also included. It432

can be seen that the CFD results are generally in reasonably good agreement433

with the measurements. The agreement becomes better if the number of434

active electrodes increases. The gas volume fraction attains a maximum435

value at the cathode and then decreases gradually along the cross-section of436

the channel as the channel becomes free of gas near the diaphragm surface.437

From this figure we also see that the gas volume fraction increases with the438

number of electrodes. This effect is more visible in close distances from the439

electrode. Also, the width of the gas volume fraction profile increases by440

activating a larger number of electrodes, which is due to the mixing and441

diffusion of the gas phase along the cell as a result of included non-drag442

forces.443

The streamwise component of the liquid velocity as a function of number444

of electrodes is shown in Fig. 6. At the end of the entrance region, just below445

the electrodes (i.e. at h = 0), the velocity profile is symmetric and resembles446

a fully developed turbulent channel flow profile. Above this entrance region,447

electrodes are present, and by generating the gas they change the liquid448

velocity profile, which becomes asymmetric. The maximum shift toward the449

left, towards the location of the electrode surface at x = 0. In other words, the450

velocity near the surface of the electrodes is enhanced, because the bubbles451

accelerate the fluid. The bubbles are driven by the buoyancy force caused452

by the density difference between the phases. The rising bubbles, which453

are generated along the entire surface of the electrodes form a curtain of454
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Figure 5: Comparison of the predicted gas volume fraction with experimental data [26] as
a function of number of electrodes for i=1500 A/m2.
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increasing width along the streamwise direction of the flow. For a larger455

number of active electrodes (larger h in the simulations), the gas fraction456

is larger. This enhances the effect of buoyancy, so that the liquid velocity457

profile tends more toward the surface of the electrodes.458

The distributions of streamwise (Fy) and lateral (or cross-stream, Fx)459

components of drag and non-drag force densities acting on bubbles were460

shown in Figs. 4a and 4b respectively. The negative sign of Fd,y indicates461

that the drag force acts in the negative y direction. Due to the concentration462

of the gas bubbles in the vicinity of the cathode, Fd,y shows a peak value463

close to the electrode and then decreases gradually within the gas layer. The464

negative sign of Fd,x reveals that the gas bubbles experience a wall-directed465

force. This is caused by the positive horizontal slip velocity (see Fig. 7).466

The horizontal slip velocity is approximately the same as the horizontal gas467

velocity because the horizontal liquid velocity is negligible (absolute value468

less than 0.0002 at h = 24 cm). As shown in Fig. 7, the magnitude of469

the horizontal slip velocity is significant compared to the vertical one. The470

positive horizontal slip velocity (or horizontal gas velocity) is caused by the471

positive turbulent dispersion force.472

Fig. 4b shows that the lateral component of the turbulent dispersion473

force density, Ftd,x, has a considerable value with a positive sign, whereas its474

streamwise component is negligible. The turbulent dispersion force has an475

important influence on the lateral gas fraction profiles in the electrolyzer as476

it expands the width of the gas layer.477
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The lateral component of the buoyancy force density is negligible, however478

the streamwise component, Fb,y, is significant. The balance between the479

buoyancy and the drag force determines the slip velocity of the bubbles.480

Since Fb,y is proportional to the gas volume fraction, this force decreases481

with increasing distance from the electrode surface.482

To further discuss the influence of turbulent dispersion forces on the hy-483

drodynamics of the flow, we compare the distribution of the gas layer for484

two cases, i.e. S = Fd and S = Fd + Ftd, along the same cross-section. It485

is observed from Fig. 8 that by including only the drag force, i.e. S = Fd,486

the thickness of gas layer shrinks, which is due to the absence of the lateral487

component of Ftd that moves the bubbles away from the electrode. Hence, it488

means that effects of Ftd on the hydrodynamics of the flow are quite impor-489

tant. Inclusion of this force is required to predict the spreading of the gas490

layer sufficiently with reasonable accuracy.491

3.2. Effect of current density492

In this part, the effect of current density on the gas fraction distribution493

is discussed. Fig. 9 shows gas volume fraction profiles for different current494

densities along the cross-section of the channel with three electrodes (i.e.495

h = 12 cm). One can see that there is a reasonable agreement between the496

CFD results and the experimental data, apart from i = 500 A/m2. It is497

clear that by increasing the current density the agreement between the CFD498

results and the experimental data improves.499
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As the electrochemical reaction rate is proportional to the current density,500

by increasing the current density the gas production rate rises, resulting in501

higher void fraction at the cathode surface. However, the void fraction at502

the cathode surface is not proportional to the increase in the current density503

due to thickening of the gas layer on the electrode. Increasing the current504

density results in a higher gas volume fraction, which on turn leads to more505

turbulent dispersion (the turbulent dispersion force is proportional to the gas506

volume fraction), so that bubbles move away from the electrode and the gas507

layer expands.508

This is illustrated by Fig. 10, which shows contours of the gas volume509

fraction in the region h ≤ 12 cm, for different current densities. If the current510

density increases, more gas is produced at the electrode and dispersed by511

the turbulence, so that both the local gas fraction as the total gas hold-512

up increase. The gas layer starts to grow at the leading edge at h = 0.513

We observe that the thickness of the gas layer as function of h has a small514

growth rate at low current density, but also that the growth rate increases515

if the current density increases. For the highest current density shown, the516

gas layer has spread across the entire channel width after three electrodes517

(h = 12 cm).518

To quantify this further, we define the thickness of the gas layer, δg, by519

the location where the gas fraction is less than 0.001. The thickness of the520

gas layer as function of height is shown in Fig. 11, also for different current521

densities. The growth rate of the gas layer is the slope of δg in this figure. As522

seen in Fig. 11, the thickness after nine electrodes (h = 36 cm) is equal to523

8 mm for i=500 A/m2, whereas the gas layer reaches the diaphragm surface524

(i.e. δg=8 mm) for h ≥ 28 cm, h ≥ 20 cm and h ≥ 12 cm for i=1500, i=3250525

and 6250 A/m2, respectively. The predicted total volume fraction of the gas,526

αg,tot in the cathode cell is shown in Fig. 12, which depicts that the total gas527

hold-up, the gas fraction averaged over the entire computational domain, is528

equal to αg,tot = 0.5%, 1.1%, 2.4% and 4.6% for i=500, 1500, 3250 and 6250529

A/m2, respectively.530

3.3. Effect of turbulence models531

In this section, we briefly present a comparative analysis of a few com-532

monly used turbulence models for predicting the gas volume fraction in the533

channel. For this purpose, we use the standard k − ε and the so-called SST534

k−ω models for turbulence modeling and compare the results with the RSE535

model.536
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Distributions of the gas void fraction along the cross-section of the channel537

at h = 32 cm predicted by the selected turbulence models are shown in538

Fig. 13a. Generally, the k − ε model predicts a slightly lower gas fraction539

compared to the RSE model which is most evident at the electrode surface.540

This difference becomes larger at higher current densities. In contrast, the541

SST k − ω model predicts a much larger value for the gas fraction at the542

electrode compared to RSE model. Far away from the electrode, the SST543

k − ω predicts a lower gas fraction than the k − ε model, so that both these544

models produce larger deviations from the experimental data than the RSE545

model does.546

The streamwise component of the gas velocity for the selected turbulence547

models is shown in Fig. 13b. Compared to the RSE and k − ε models,548

the gas velocity predicted by the SST k − ω model tends more toward the549

electrode surface due to the larger amount of gas predicted in the vicinity of550

the electrode. The distribution of the turbulence viscosity of the liquid phase551

predicted by each model is shown in Fig. 13c. It can be seen that the SST552

k − ω model results in smaller turbulence viscosity which in turn leads to553

lower dispersion of the gas phase and consequently a stronger accumulation554

of gas near the electrode as shown in Fig. 13a.555

4. Conclusions556

Accurate prediction of the gas volume fraction distribution is critical for557

understanding the hydrodynamics of the multiphase flow in electrolyzers. A558

wide variety of CFD modeling options is available, and there is not yet con-559

sensus on what the most suitable model is. Many available models suffer560

from a lack of generality, being characterized by over-specified formulations561

that are highly dependent on tunable coefficients. In this paper we tried562

to predict and validate the hydrodynamics of gas-liquid flow in an electrol-563

yser by including the effects of most important inter-phase forces, i.e drag,564

and turbulent dispersion forces. Our study showed that the turbulence dis-565

persion force is of major importance for simulating the gas-liquid flow in566

an electrolyser, as without the turbulence dispersion force, the model is not567

able to predict the spreading of the gas layer in the cell correctly. Using user-568

defined versions for the drag and turbulence dispersion forces in the model,569

we computed gas void fractions across the channel for different heights of570

the electrode and also for various current densities, and we obtained fairly571

good qualitative agreements with experimental data from literature. The572
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user-defined implementation of the forces was introduced in order to satisfy573

the gas momentum balance in Fluent. This balance was not satisfied when574

the standard built-in forces in Fluent were used. As the turbulence disper-575

sion model relies on the model for the turbulent viscosity, a comparison of576

results obtained with different turbulence models was included. As a next577

step for the presented research, it is important to validate the Eulerian model578

at high gas volume fractions, but the main problem is to find/obtain detailed579

experimental data for these conditions.580
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